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(57) ABSTRACT

There are provided a method, system and computer program
product for preventing unauthorized use of a deep reinforce-
ment learning agent. The DRL agents are trained to behave
as expected only when they observe the one or more
required secret operational keys. In some embodiments, the
DRL agents are further trained to operate at a diminished
capacity when the one or more required secret operational
keys are unused.
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METHODS, SYSTEMS AND COMPUTER
PROGRAM PRODUCTS FOR PROTECTING
A DEEP REINFORCEMENT LEARNING

AGENT
CROSS-REFERENCE TO RELATED
APPLICATIONS
[0001] This is the first application filed for the present
invention.
FIELD
[0002] The present disclosure pertains to the field of

digital watermarking and in particular to methods, systems
and computer program products for preventing unauthorized
use of a deep reinforcement learning agent.

BACKGROUND

[0003] Machine learning is a part of artificial intelligence
(AD) and provides systems and applications with the ability
to learn and automatically improve through experience and
by the use of data. Machine learning can be classified into
three main types: supervised learning, unsupervised learning
and reinforcement learning (RL). In supervised learning and
unsupervised learning, a neural network is trained based on
existing data sets. In reinforced learning, there exists an
intelligent agent which acts and directs its activities towards
achieving goals and learns by interacting with an environ-
ment to achieve a specific set of goals. The intelligent agent
or agent can be implemented or expressed as a table or
neural network. RL attempts to solve a control problem that
is different from problems that supervised learning and
unsupervised learning attempt to solve.

[0004] The RL agent’s action selection is modeled as a
policy. In order to generate a deep RL policy, an enormous
amount of resources and computations are required and
therefore a well-trained RL agent often becomes a target for
illegal reproduction, unlicensed use and distribution.
Accordingly, there have been a few attempts to verify the
ownership of a (deep) RL agent and protect it from illegal
copying (e.g. theft) or unlicensed use, distribution or redis-
tribution by adversary entities (e.g. thief).

[0005] A popular way of addressing the above issues is
watermarking (e.g. watermarking of the deep RL policies).
However, a watermarking technique for RL models or
policies, for example, may not be pragmatic or realistic
because it is possible that the stolen products (e.g. model,
policy) are used in a closed environment that is not acces-
sible by the owner of the RL agent (e.g. original owner). For
example, there may be an RL agent which works in the
thief’s proprietary warehouse or server. In such cases, even
if the RL agent includes an embedded watermark, the owner
of the RL agent cannot detect or interact with the stolen or
unauthorized product without physically obtaining the sto-
len RL agent.

[0006] Therefore there is a need for methods, systems and
computer program products for preventing unauthorized use
of'a deep reinforcement learning agent, that is not subject to
one or more limitations of the prior art.

[0007] This background information is provided to reveal
information believed by the applicant to be of possible
relevance to the present invention. No admission is neces-
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sarily intended, nor should be construed, that any of the
preceding information constitutes prior art against the pres-
ent invention.

SUMMARY

[0008] An object of embodiments of the present disclosure
is to provide methods, systems and computer program
products for preventing unauthorized use of a deep rein-
forcement learning agent. In accordance with embodiments
of the present disclosure, there is provided a method for
preventing unauthorized use of a deep reinforcement learn-
ing (DRL) agent. The method includes training the DRL
agent to operate based on a desired policy when a secret
operational key is provided to the DRL agent. The secret
operational key is exclusively available to an authorized
entity. The method further includes training the DRL agent
to operate based on an undesired policy when the secret
operational key is missing. The method further includes,
when authorized use of the DRL agent is solely based on
detection of the secret operational key, operating the DRL
agent based on the desired policy upon detection of the
secret operational key and operating the DRL agent based on
the undesired policy upon non-detection of the secret opera-
tional key.

[0009] In some embodiments, the method for preventing
unauthorized use of a DRL agent further includes, when a
second secret operational key is provided to the DRL agent,
training the DRL agent to operate based on a second desired
policy. The second secret operational key is exclusively
available to the authorized entity or another authorized
entity. The method further includes, upon detection of the
second secret operational key, operating the DRL agent
based on the second desired policy. The method further
includes, upon non-detection of the second secret opera-
tional key, operating the DRL agent based on the undesired
policy when authorized use of the DRL agent is solely based
on detection of the second secret operational key.

[0010] In some embodiments, training the DRL agent
based on the desired policy further includes training the
DRL agent to operate based on the desired policy when both
the secret operational key and a second secret operational
key are provided to the DRL agent. The second secret
operational key is exclusively available to the authorized
entity. Training the DRL agent to operate based on the
undesired policy further comprises training the DRL agent to
operate based on the undesired policy when one or more of
the secret operational key and the second secret operational
key are missing. In such embodiments, the method for
preventing unauthorized use of a DRL agent further includes
upon detection of the secret operational key and the second
secret operational key, operating the DRL agent based on the
desired policy when authorized use of the DRL agent is
solely based on detection of the secret operational key and
the second secret operational key. Moreover, the method
further includes, upon non-detection of one or more of the
secret operational key and the second secret operational key,
operating the DRL agent based on the undesired policy.
[0011] In some embodiments, the method for preventing
unauthorized use of a DRL agent further includes appending
a new state space to an original state space. The union of the
new state space and the original state space representing a
set of states for the DRL agent. The method further includes
selecting one or more elements from the new state space and
determining the secret operational key based on the selected
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one or more elements. In some cases, the secret operational
key is designated as a secret function of a state or a
combination of states in the original state space, where the
secret function is exclusively known to an owner of the DRL
agent

[0012] Insome embodiments, the secret operational key is
a temporal sequence derived from a state transition space for
a trajectory for a behaviour of the DRL agent over one or
more discrete time steps. The secret operational key may be
provided through a physical object or by a function embed-
ded in a system operatively associated with the DRL agent.
An operational level of the DRL agent may be dependent
upon which secret operational key is provided to the DRL
agent.

[0013] In accordance with embodiments of the present
disclosure, there is provided another method for preventing
unauthorized use of a deep reinforcement learning (DRL)
agent. The other method includes receiving the first DRL
agent. The first DRL agent is pre-trained to operate based on
a desired policy, and has an input-output dimension. The
other method further includes creating a second DRI agent
having the input-output dimension of the first DRL agent.
The second DRL agent is configured to operate based on a
less-desired policy. The other method further includes cre-
ating a DRL agent module including the first DRL agent, the
second DRL agent and an agent determining module. The
agent determining module is configured to activate the first
DRL agent and deactivate the second DRI agent upon
receipt of a secret operational key. The agent determining
module is further configured to activate the second DRL
agent and deactivate the first DRL agent upon non-receipt of
the secret operational key.

[0014] Insome embodiments, the secret operational key is
a temporal sequence derived from a state space representing
a set of states associated with the first DRL agent and the
second DRL agent.

[0015] Insome embodiments, the agent determining mod-
ule is configured as a recurrent neural network or a long
short term memory (LSTM) module. In some embodiments,
the agent determining module is configured as a determin-
istic key filter. The agent determining module may output to
an inverter configured to activate one of the first DRI agent
and the second DRL agent.

[0016] Insome embodiments where the agent determining
module is configured as a deterministic key filter, the other
method for preventing unauthorized use of a DRL agent
further includes, upon detection of the secret operational
key, fixing an output value of the deterministic key filter
until a length associated with the secret operational key
passes.

[0017] In accordance with embodiments of the present
invention, there are provided systems for preventing unau-
thorized use of a deep reinforcement learning (DRL) agent.
Each system comprises a DRL agent training device and a
DRL agent execution device configured to perform actions
corresponding to any or all of the steps of the methods and
features described above.

[0018] In accordance with embodiments of the present
invention, there are provided computer program products for
preventing unauthorized use of a deep reinforcement learn-
ing (DRL) agent. Each computer program product has a
computer program stored thereon, containing computer-
readable program instructions that, when executed by a
processing unit in a controller, causes the controller to
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perform actions corresponding to any or all of the steps of
the methods and features described above.

[0019] Embodiments have been described above in con-
junction with aspects of the present invention upon which
they can be implemented. Those skilled in the art will
appreciate that embodiments may be implemented in con-
junction with the aspect with which they are described, but
may also be implemented with other embodiments of that
aspect. When embodiments are mutually exclusive, or are
otherwise incompatible with each other, it will be apparent
to those skilled in the art. Some embodiments may be
described in relation to one aspect, but may also be appli-
cable to other aspects, as will be apparent to those of skill in
the art.

BRIEF DESCRIPTION OF THE FIGURES

[0020] Further features and advantages of the present
invention will become apparent from the following detailed
description, taken in combination with the appended draw-
ings, in which:

[0021] FIG. 1 illustrates an interaction between an agent
and environment in a reinforcement learning (RL) scenario.
[0022] FIG. 2 illustrates a progression of states associated
with a deep RL (DRL) agent’s behaviors.

[0023] FIG. 3 illustrates a secret operational key derived
from a disjoint state space, in accordance with embodiments
of the present disclosure.

[0024] FIGS. 4A and 4B illustrate a DRL agent interacting
with the environment using a secret operational key, in
accordance with embodiments of the present disclosure.
[0025] FIG. 5 illustrates a state transition space and a
secret operational key derived from a state transition space,
in accordance with embodiments of the present disclosure.
[0026] FIG. 6 illustrates a process for generating a pro-
tected policy using a modular architecture with a recurrent
neural network (RNN), in accordance with embodiments of
the present disclosure.

[0027] FIG. 7 illustrates a process for generating a pro-
tected policy using a modular architecture with a determin-
istic key filter, in accordance with embodiments of the
present disclosure.

[0028] FIGS. 8A to 8C illustrates an existing autonomous
car system and new systems for an autonomous car secured
using the secret operational key, in accordance with embodi-
ments of the present disclosure.

[0029] FIG. 9 illustrates a schematic for preventing unau-
thorized use of a DRL agent that performs traffic engineering
in the core network using the secret operational key pro-
vided by a physical object, in accordance with embodiments
of the present disclosure.

[0030] FIG. 10 illustrates a schematic for preventing unau-
thorized use of a DRL agent that performs traffic engineering
in the core network using the secret operational key embed-
ded in a function, in accordance with embodiments of the
present disclosure.

[0031] FIG. 11A illustrates a method for preventing unau-
thorized use of a DRL agent, in accordance with embodi-
ments of the present disclosure.

[0032] FIG. 11B illustrates another method for preventing
unauthorized use of a DRL agent, in accordance with
embodiments of the present disclosure.

[0033] FIG. 12 is a schematic structural diagram of a
system architecture according to an embodiment of the
present disclosure.
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[0034] FIG. 13 is a structural hardware diagram of a chip
according to an embodiment of the present disclosure.
[0035] FIG. 14 illustrates a schematic diagram of a hard-
ware structure of a training apparatus according to an
embodiment of the present disclosure.

[0036] FIG. 15 illustrates a schematic diagram of a hard-
ware structure of an execution apparatus according to an
embodiment of the present disclosure.

[0037] FIG. 16 illustrates a system architecture according
to an embodiment of the present disclosure.

[0038] FIG. 17 is a schematic structural diagram of an
RNN according to embodiments of the present disclosure.
[0039] It will be noted that throughout the appended
drawings, like features are identified by like reference
numerals.

DETAILED DESCRIPTION

[0040] The present disclosure provides methods, systems
and computer program products for preventing unauthorized
use of a deep reinforcement learning (DRL) agent such as
illegal reproduction or unlicensed use or distribution by
adversarial entities (e.g. thief). According to embodiments,
one or more secret operational keys are utilized to operate
and protect DRL agents. Put another way, the use of the one
or more secret operational keys can prevent unauthorized
activities as an adversarial party cannot properly operate the
stolen DRL agent without knowing the one or more secret
operational keys. Therefore, in various embodiments, the
DRL agents are trained to behave as expected only when
they observe the one or more required secret operational
keys. In some embodiments, the DRL agents are further
trained to operate at a diminished capacity when the one or
more required secret operational keys are unused.

[0041] In the present disclosure, there are provided meth-
ods for preventing unauthorized use of a DRL agent. A
method is directed to the training of protected DRL agents,
wherein there are multiple ways of defining the secret
operational keys that are utilized to operate and protect DRL
agents. Another method is directed towards a modular
structure or methodology to protect pre-trained RL agents by
wrapping the original desired policy (e.g. the nominal
policy) with a less-desired or undesired policy and switching
between the two policies based on whether the one or more
(required) secret operational keys are used or unused. It
should be noted that ‘less-desired’ and similar expressions
(e.g. less-desirably) can be interchangeably used with “‘unde-
sired” and corresponding expressions (e.g. undesirably) in
the present disclosure. In various embodiments, the switch-
ing mechanism (e.g. an encompassing protected policy) can
be established or enabled through a recurrent neural network
(RNN), which may be trained through supervised learning
mechanism. In some embodiments, the switching mecha-
nism (e.g. an encompassing protected policy) can be estab-
lished or enabled using a key-detecting filter with a locking
function. According to some embodiments, the agent train-
ing and the operational key embedding can be performed
independently using a modular structure or methodology. In
various embodiments, the modular structure or methodology
can enable arbitrary long state transitions being used as
secret operational keys.

[0042] According to embodiments, there is provided an
original DRL agent that is trained to perform in a desirable
way and another DRL agent that is untrained or is trained to
behave in a less desirable or undesirable way. The two DRL
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agents have similar input-output dimensions or ranges. The
original DRL agent may be pre-trained with a (nominal)
desired policy. In some embodiments, the pre-trained DRL
agent may be received by the system. With these two DRL
agents, a long short-term memory (LSTM) is trained or a
deterministic key filter is used to learn how to recognize
state transitions. The original policy, hidden policy (i.e.
undesired policy) associated with the original DRL agent,
and the LSTM (or the deterministic key filter) are combined
as one encompassing protected policy. To protect the desired
DRL agent from unauthorized activities, the protected policy
switches between the original policy (desired policy) and the
hidden policy (undesired policy) based on the trained LSTM
or the deterministic key filter.

[0043] In various embodiments of the present disclosure,
a secret operational key includes or can be obtained based on
one or more of the following elements: a temporal sequence,
a numerical sequence (numerical code), an alphabetical
sequence (alphabetical code), an alphanumerical sequence
(alphanumerical code), a character sequence (e.g. a
sequence formed from special characters) or other type of
sequence, function, arbitrary long state transition, analog or
digital data indicative of a state space or environment, and
a combination of two or more thereof. In some embodi-
ments, element(s) associated with the secret operational key
is encoded. Accordingly, in some embodiments, a secret
operational key may be encoded or not encoded. It will be
readily understood that if multiple secret operational keys
are required, each secret operational key can be configured
independently or dependently on one or more of the other
secret operational key of the multiple secret operational
keys.

[0044] FIG. 1 illustrates an interaction between an agent
and an environment in a reinforcement learning (RL) sce-
nario. Referring to FIG. 1, the agent 110 is a decision maker
and learner, and the environment 120 includes the features
that are outside of the agent 110. The agent 110 interacts
with the environment 120 in discrete time steps (decision
epochs). The agent 110 selects an action in the environment
120. The environment 120 responds to these actions, and
presents a new state (e.g. a new situation) to the agent 110.
At each time step, the agent 110 receives a current state 125
and a reward signal 135 through an interpreter 130.
Throughout the interaction 115, the agent 110 seeks to learn
the best behavior or policy to maximize the reward signal
135, for example maximizing the reward signal over time.
[0045] Specifically at each discrete time t, the agent 110a
observes the state S, 1254 and reward R, 1354. The state S,
1254 is indicative of the environment 120a related to the
goals of the agent 110qa. The agent 110a then exerts an action
A, 115a by interacting with the environment 120a. Through
the interaction with the agent 110a, the environment 120a
changes, and therefore the new state S, , 125a and the
reward R,, |, 1355 are obtained.

[0046] The Markov decision process (MDP) is a formal
method to represent the agent-environment interaction. The
agent-environment interaction can be described as a tuple <
S, A ,R> Forthetuple <§,A,R>, § represents the state
space, which includes the possible states of the environment,
A represents the set of possible actions, and R represents
the reward function. One sample from the agent behavior is
called a trajectory (e.g. Sp, Ag, Ry, S|, AL RS, S,, . .0 ). The
progression of states associated with the behaviour of the
DRL agent is illustrated in FIG. 2.

+1
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[0047] Attempts to protect the DRL agents from unauthor-
ized activities have been discussed, for example in “Sequen-
tial Triggers for Watermarking of Deep Reinforcement
Learning Policies, arXiv:1906.01126v1 [cs], June 2019 by
V. Behzadan and W. Hsu, hereinafter referred to as R1, and
“Temporal Watermarks for Deep Reinforcement Learning
Models, Proceedings of the 20th International Conference
on Autonomous Agents and Multi Agent Systems, 2021 by
K. Chen et al., hereinafter referred to as R2. There is
proposed an embedding of a watermarking schemes in the
DRL agent for protection of the DRL policies or models
from unauthorized activities (e.g. illegal replication, unli-
censed use or distribution). Generally speaking, watermark-
ing is a process where the owner embeds a secret signature
or pattern into a product to verify the ownership and detect
any malicious activities such as theft (e.g. illegal copying) or
unlicensed use. In both R1 and R2, the watermark resembles
a secret behavior or a hidden policy that can be triggered by
the original owner.

[0048] In R1, it is proposed to train the DRL agent by

using a separate MDP <8’ ,A’,R'> in addition to the
original MDP <§,A ,R>. In the process, the owner can
train the agent to learn a secret behavior on a separate hidden

policy based on the added MDP <§', A4’ ,R'>.

[0049] R2 proposed training the agent on the original
MDP. However, it is also provided that the agent can be
trained on secret state transitions (i.e. a temporal sequence)
(e.g., S, S,, . . ., S5) so that the agent can invoke the secret
behavior (which can be defined as the watermark).

[0050] In both R1 and R2, the embedding of a watermark
is used to protect the DRL models or policies from unau-
thorized activities (e.g. illegal reproduction, unlicensed use
or distribution). Specifically, in order to detect unauthorized
activities (e.g. theft), the original owner of the DRL agent
triggers a special subset of states or sequence of states so that
the DRL agent can invoke the watermark (e.g. the water-
mark is envisioned as a pre-trained secret behavior). How-
ever, this watermarking approach may not be effective
especially when the adversarial entity (e.g. thief) uses the
stolen DRL agent in a closed environment that is not
accessible by the original owner. As such, the original owner
cannot invoke the watermark due to inaccessibility. Even if
the stolen DRL agent is operating in an open environment,
the original owner would not be able to invoke the water-
mark when there is no direct access to that environment
states or a direct means for affecting the environment states
perceived by the DRL agent.

[0051] The present disclosure provides an out-of-the-box
approach and method. According to embodiments, a DRL
agent can be protected from illegal copying and other
unauthorized activities (e.g. unlicensed usage) by utilizing
one or more secret operational keys associated with the DRL
agent. The DRL agent can be trained to operate as expected
(e.g. optimal performance) only when the DRL agent is
provided with one or more required secret operational keys.
In some embodiments, only one secret operational key is
required for the optimal performance or behavior. In some
embodiments, multiple secret operational keys are required
for the optimal performance or behavior. In this context the
secret operational keys are known only to the owner(s) of the
DRL agent or to an authorized user of the DRL agent.

[0052] The DRL agents are also trained to operate poorly
or behave undesirably (e.g. poor performance or impaired
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behavior) if the required secret operational keys are not
provided. In various embodiments, the DRL agents would
not operate or deliver desirable behaviors even if they miss
only one of the required secret operational keys.

[0053] According to embodiments, a key-operated DRL
agent adds a layer of protection and therefore the DRL agent
is effectively protected even when the agent is stolen, as the
agent would not be able to operate as expected without the
secret operational keys that are exclusively available to the
owner(s) or authorized users of the DRL agent.

[0054] The present disclosure provides multiple ways of
utilizing the secret operational keys for protection of the
DRL agent against illegal copying or other unauthorized
activities.

[0055] According to embodiments, a DRL agent is trained
to have two policies (or objectives). One policy would be
considered as a nominal desired policy and the other policy
would be considered as an undesired or less-desired policy.
The DRL agent operates nominally and desirably (i.e. the
agent uses the nominal desired policy) only when the agent
is provided with one or more (required) secret operational
keys. The provision of the secret operational key may be
intermittent, at required times, or continuous, or in another
desired sequence for secret operation key provision. The
DRL agent is trained to operate based on the undesired
policy without the (required) one or more secret operational
keys. In some embodiments, the DRL agent is not trained at
all when the one or more secret operational keys are not
provided.

[0056] In some embodiments, a DRI agent is trained to
have more than two policies (or objectives). In such cases,
one policy would be considered as a nominal desired policy
and the remaining policies would be considered as undesired
policies. The operation of the DRL agent is differentiated
depending on which policy or objective is held or utilized by
the agent. Put another way, the operational level of the DRL
agent (e.g. performance level, effectiveness of the DRL
agent operation) may be dependent upon the secret opera-
tional keys provided to the DRL agent. The DRL agent is
trained to operate nominally or desirably based on the
nominal desired policy only when it is (e.g. intermittently or
continuously) provided with all of the secret operational
keys. In other cases (i.e. when the DRL agent misses some
or all of the secret operational keys), the DRL agent operates
based on one of the undesired policies. In some embodi-
ments, the operation level of the DRL agent may be depen-
dent upon the number of secret operational keys that the
DRL agent misses. In various embodiments, the less secret
operational keys the DRL agent has, the poorer performance
or the less desirable behaviors (or more undesirable behav-
iors) the DRL agent would deliver.

[0057] In the present disclosure, various embodiments are
described based on DRL agents utilizing one secret opera-
tional key. However, a person skilled in the art would readily
understand that one or more secret operational keys can be
associated with each DRL agent and the operation level of
the DRL agent (e.g. performance level, effectiveness of the
DRL agent operation) may vary depending on the secret
operational keys provided to the DRL agent. This is because
the policy associated with the DRL agent (i.e. whether the
DRL operates based on a nominal (desired) policy or one of
a set of undesirable policies) is determined based on the
secret operational keys provided to the DRL agent. For
example, the DRI agent may be trained to operate based on
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a first desired policy when a first secret operational key is
provided, and trained to operate based on a second desired
policy when a second secret operational key is provided. The
DRL agent may be also trained to operate based on an
undesired policy when both of the secret operational keys
are missing. In this case, the DRL agent will operate
nominally (desirably) upon detection of one of the first and
second secret operational keys. However, as each of the first
desired policy and the second desired policy would direct
the DRL agent (e.g. determine the operation of the DRL
agent) according to its own rules and principles, the opera-
tional level of the DRL agent can vary depending on which
of the first and second secret operational keys is provided to
the DRL agent. If both of the first and second secret
operational keys are not provided to the DRL agent and
therefore both secret operational keys are not detected, the
DRL agent will operate based on the undesired policy as it
is trained. In some embodiments, the operation level of the
DRL agent is determined merely based on the number of the
secret operational keys provided to the DRL agent. For
example, the DRL agent may be trained to operate based on
a desired policy only when all of the required secret opera-
tional keys (e.g. requiring both of first and second secret
operational keys), and trained to operate based on an unde-
sired policy if any of the required secret operational keys is
missing (e.g. missing one of the first and second secret
operational keys). In this case, the DRL agent will operate
based on a desired policy upon detection of all of the
required secret operational keys (e.g. both of first and second
secret operational keys detected), and operate based on an
undesired policy upon non-detection of any of the required
secret operational keys (e.g. one or both of first and second
secret operational keys are not detected). In another
example, the DRL agent may be trained to operate based on
the most desired policy (optimal policy) when both of the
first and second secret operational keys are provided, trained
to operate based on an undesired policy when both of the
first and second secret operational keys are missing, and
trained to operate based on a moderate policy (e.g. less
desirable than the optimal policy but more desirable than the
undesired policy) when only one of the first and second
secret operational keys are provided.

[0058] According to embodiments, there are several ways
of defining or expressing a secret operational key. In some
embodiments, the secret operational key can be defined
using a static or temporal key derived from a new disjoint
state space which has no common element with the original
state space. [n some embodiments, the secret operational key
can be defined using a static or temporal key derived from
the original state space. In some embodiments, the secret
operational key can be derived as the output of a secret
deterministic or probabilistic function from the original state
space. The secret deterministic or probabilistic function is
only known to an authorized user (e.g. owner or designer of
the DRL agent).

[0059] FIG. 3 illustrates a secret operational key derived
from a new disjoint state space, in accordance with embodi-
ments of the present disclosure. Referring to FIG. 3, there
are provided the original state space § 310 and the new state

space §' 320. Each of the original state space § 310 and the

new state space S’ 320 represents a set of agent states,
which includes some or all possible states for the DRL agent.
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[0060] In order to define a secret operational key, the new

state space §’ 320 is appended to the original state space
§ 310 such that intersection of the original state space

§ 310 and the new state space S’ 320 is an empty set (i.e.

original state space § 310 N new state space S’ 320={ },
the original state space & 310 and the new state space

8§’ 320 are disjoint sets). Therefore, the protected DRL
agent has a new expanded state space 330 that is the union
of the original state space § 310 and the new state space

8’ 320 (i.e. original state space § 310 U new state space
S’ 320).
[0061] According to embodiments, one or more elements

are designated or selected from the new state space §' 320.
Then, the selected one or more elements are designated as a
secret operational key # 340. In other words, the secret
operational key # 340 is obtained or determined based on
the one or more elements selected from the new state space

s’ 320.

[0062] Once the secret operational key £ 340 is obtained
or determined, the DRL agent can be trained to maximize the
reward function F,(-) or behave to achieve the goal if the
secret operational key £ 340 is included in the input. The
DRL agent is trained to maximize another function F,(-) or
operated based on an undesired policy if the secret opera-
tional key # 340 is not included in the input. The function
F,(+) is substantially equivalent to an undesired function or
behavior. In light of the above, the DRL agent is trained
based on the following composite reward function R .

R_{Fl(x,&),xes,/ées
T\ R xS yEhes

[0063] As stated above, the secret operational key £ 340
is an element or a subset of elements selected from the new

state space 8’ 320. In some embodiments, the secret opera-
tional key 4 340 is designated or configured to be a secret
function for the states in the original state space & 310. The
secret function (secret operational key £ 340) is exclusively
known to the owner or designer of the DRL agent. The secret
function can add a layer of secrecy such that only the owner
knows this function, as illustrated in FIG. 4B. Therefore, it
is extremely challenging for adversarial entities to find the
secret operational key #£ 340, even via trial and error.
[0064] FIGS. 4A and 4B illustrate a DRL agent interacting
with the environment using a secret operational key, in
accordance with embodiments of the present disclosure.
[0065] Referring to FIG. 4A, the secret operational key
£ 340 may be derived from a disjoint state space (e.g. new

state space &' 320 in FIG. 3). The disjoint state space is
accessible by the DRL agent operator 410. When the secret
operational key #£ 340 is provided to the DRL agent 420,
the DRL agent 420 exerts an action A, 425 by interacting
with the environment 430 with the secret operational key
#£ 340. Through the interaction with the DRI agent 420, the
environment 430 changes and the new state S,.; 435 is
accordingly obtained. Then, the DRL agent 420 observes or
receives the new state S,,; 435.

[0066] Referring to FIG. 4B, the secret operational key
# 340 may be designated as a function 440 of the original
state space (e.g. original state space § 310 in FIG. 3). The
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function 440 may be a secret function that can add a layer
of secrecy such that only the owner knows this function. In
some embodiments, the secret operational key £ 340 may
be expressed using a temporal key derived from the original
state space.

[0067] Further referring to FIG. 4B, similar to the case of
FIG. 4A, when the secret operational key £ 340 is provided
to the DRL agent 420, the DRL agent 420 exerts an action
A, 425 by interacting with the environment 430 using the
secret operational key £ 340. The interaction between the
DRL agent 420 and the environment 430 triggers the envi-
ronment 430 to change. Then, the new state S, 435 is
obtained through the change of the environment 430. The
new state S, 435 is observed or received by the DRL agent
420. In addition, the new state S, ; 435 is also observed or
received by the function 440 of the original state space,
which may be a secret function that adds additional layer of
secrecy.

[0068] According to embodiments, temporal sequence(s)
can be utilized as a secret operational key. The temporal
sequence(s) may be derived from the disjoint state space

(e.g. state space $' 320 in FIG. 3, state transition space T,
510 in FIG. 5). FIG. 5 illustrates a state transition space T,
510 and a secret operational key ¥, 520 derived from the
state transition space T, 510, in accordance with embodi-
ments of the present disclosure. The state transition space
T, 510 is a state transition space for a trajectory of the DRL
agent’s behavior over n time steps (e.g. one or more discrete
time steps). The elements in the state transition space T,
510 can be expressed as a tuple (S';, S',, .. ., §',,). From the
state transition space T, 510, a subset of sample elements
would be selected and then the selected subset would be
denoted as the secret operational key ¥, 520.

[0069] When the secret operational key ¥, 520 is deter-
mined from the state transition space 7 ,, 510, the DRL agent
is trained to maximize the composite reward function A .
The DRL agent is trained such that it maximizes a desired
nominal function, which encapsulates all of the objectives to
be achieved or attained by the DRL agent, when the
observed transitions include the secret operational key ¥,
520 (and therefore the DRL agent is provided with the secret
operational key ¥, 520). The DRL agent is also trained to
maximize a less-desired or undesired function when the
observed transitions do not include the secret operational
key ¥, 520 (and therefore the DRL agent is not provided
with the secret operational key ¥, 520).

[0070] How the DRL agent is trained using temporal
sequences can be illustrated in terms of the following
composite reward function A .

_{Fl(x, ¥, xe$, T
TR, eS8 ye T\,

[0071] As illustrated above, the present disclosure pro-
vides how the secret operational key can be created and how
the DRL agents can be trained using the secret operational
key. The present disclosure also provides a modular
approach for protection of pre-trained DRL agents using the
secret operational key. In other words, even if the DRL agent
is already trained on a desired policy, the module approach
can provide protection to this pre-trained DRL agent using
the secret operational key. According to embodiments, the
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pre-trained DRL agent is assigned a goal function that makes
the agent operate properly only when a secret operational
key is presented. In various embodiments, the secret opera-
tional key can be determined using a pre-specified subset of
elements that is derived from a disjoint state space (e.g. state

space &' 320 in FIG. 3) or a pre-specified temporal
sequence (e.g. secret operational key ¥, 520) derived from
a disjoint state space, as illustrated above or elsewhere in the
present disclosure.

[0072] According to embodiments, the modular approach
starts with receiving a pre-trained DRL agent. The pre-
trained DRL agent is trained on a desired policy. The policy
(or behavior) of the DRL. agent is denoted as Q(S.A). Then,
in some embodiments, another agent is created and trained
on an undesired policy with the equal input-output dimen-
sions as the pre-trained DRL agent. Alternatively, in some
other embodiments, another agent is created without training
(i.e. an untrained agent is created) with the equal input-
output dimensions as the pre-trained DRL agent. In other
words, another agent is created and optionally trained on an
undesired policy. The undesirable policy (or behavior) of
this undesirable or less-desirable DRL agent is denoted as
Q'(S,A).

[0073] There are several configurations that can provide
the activation of the particular DRL agent depending on
whether a secret operational key is received or unreceived.
As an example, if the designated secret operational key is a
temporal sequence derived from a state space representing a
set of states associated with the pre-trained DRL agent and
undesirable DRL. agent, a recurrent neural network (or
long-short term memory (LSTM) network) is trained to
output a value of ‘one (1)’ when it detects the temporal secret
operational key. In various embodiments, the output value
one (1) lasts or is valid until expiry of the temporal secret
operational key (e.g. until the length of the temporal secret
operational key passes). The recurrent neural network (or
LSTM network) is also trained to output a value of ‘zero (0)’
in other cases (i.e. when the temporal secret operational key
is not detected). As such, upon detection of the temporal
secret operational key, the recurrent neural network or the
LSTM network activates the (pre-trained) DRL agent
trained based on a desired policy and deactivates the other
DRL agent trained based on an undesired policy, and upon
non-detection of the temporal secret operational key, the
recurrent neural network or the LSTM network activates the
other DRL agent trained based on the undesired policy and
deactivates the (pre-trained) DRL agent trained based on the
desired policy.

[0074] According to embodiments, the two separate poli-
cies (i.e. the desired policy assigned to pre-trained agent and
the less-desired or undesired policy created for another
agent) and the recurrent neural network are combined as one
encompassing policy (i.e. protected policy), as illustrated in
FIG. 6.

[0075] FIG. 6 illustrates the process of generating a pro-
tected policy using a modular architecture 600 with a
recurrent neural network (RNN) or a LSTM network 650, in
accordance with embodiments of the present disclosure.
Referring to FIG. 6, the original state space S 610 is
forwarded, from the environment 680, to and received by the
pre-trained policy (Q(S,A)) 630 and the undesired policy

(Q'(S,A)) 640, respectively. The disjoint state space S’ 620
is received by the LSTM 650. The LSTM 650 detects or
determines if the secret operational key is triggered.
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[0076] If the (temporal) secret operational key is not
detected, the LSTM 650 outputs the value ‘zero’ thereby
activating the lower branch of the modular architecture 600.
The output of the LSTM 650 is provided to the inverter 660.
The inverter 660 flips the value ‘zero’ to the value ‘one’ and
also flips the value ‘one’ to the value ‘zero’. The inverted
value is provided to the lower multiplication module 6705.
Put another way, when the (temporal) secret operational key
is not detected, the output of the undesired policy (Q'(S,A))
640 is multiplied by an identity vector ([1, 1, ..., 1]) and
therefore the output of the lower multiplication module 6705
(i.e. lower branch) is non-zero. Correspondingly, the upper
branch of the modular architecture 600 is not active. In other
words, the upper multiplication module 670a outputs a zero
vector ([0, O, . . ., 0]), and therefore the output of the upper
multiplication module 670a (i.e. upper branch) is zero.
[0077] On the other hand, if the (temporal) secret opera-
tional key is detected by the LSTM 650, the LSTM 650
outputs the value ‘one’. This output of the LSTM 650 is
provided to the upper multiplication module 670a. Put
another ways, the output of the upper multiplication module
670a (i.e. upper branch) becomes non-zero and the output of
the lower multiplication module 6705 (i.e. lower branch)
becomes zero, only when the LSTM 650 detects a temporal
secret operational key.

[0078] In effect, the LSTM 650, upon detection of the
temporal secret operational key, activates a DRL agent
associated with the pre-trained policy (Q(S,A)) 630 and
deactivates another DRL agent associated with the undesired
policy (Q'(S,A)) 640. Further, the LSTM 650, upon non-
detection of the temporal secret operational key, activates
the other DRL agent associated with the undesired policy
(Q'(S,A)) 640, and deactivates the DRL agent associated
with the pre-trained policy (Q(S,A)) 630. Therefore, in
various embodiments, the LSTM 650 can be considered and
operate as an agent determining module. Also, the inverter
660 may operate to activate one of the DRI agent associated
with the pre-trained policy (Q(S,A)) 630 and the other DRL
agent associated with the undesired policy (Q'(S,A)) 640
depending on detection of the temporal secret operational
key.

[0079] In some embodiments, the LSTM module 650 or
the recurrent neural network can be replaced with a deter-
ministic key filter in order to detect the temporal secret
operational key, as illustrated in FIG. 7. FIG. 7 illustrates
generating a protected policy using a modular architecture
700 with a deterministic key filter 750, in accordance with
embodiments of the present disclosure.

[0080] Similar to the case in FIG. 6, the original state
space § 710 is forwarded, from the environment 780, to and
received by the pre-trained policy (Q(S,A)) 730 and the
undesired policy (Q' (S,A)) 740, respectively. The disjoint

state space &’ 720 is received by the deterministic key filter
750. The deterministic key filter 750 detects if the temporal
secret operational key is present or determines if the tem-
poral secret operational key is triggered. The deterministic
key filter 750 has delay knobs and matching functions. The
deterministic key filter 750 outputs a value of one (1) only
when the full temporal secret operational key is detected.
When the full temporal secret operational key is detected
and therefore the deterministic key filter 750 outputs a value
of'one (1), the locking function 790 fixes the output value of
the deterministic key filter 750 until the length of the
temporal secret operational key passes.
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[0081] On the other hand, when the full temporal secret
operational key is not detected, the deterministic key filter
750 outputs the value zero (0) thereby activating the lower
branch of the modular architecture 700. The output of the
deterministic key filter 750 is provided to the inverter 760.
The inverter 760 flips the value ‘zero’ to the value ‘one’ and
also flips the value ‘one’ to the value ‘zero’. The inverted
value is provided to the lower multiplication module 7705.
Put another way, when the full temporal secret operational
key is not detected, the output of the undesired policy
(Q'(S,A)) 740 is multiplied by an identity vector ([1, 1, . ..
, 1]) and therefore the output of the lower multiplication
module 7705 (i.e. lower branch) is non-zero. Correspond-
ingly, the upper branch of the modular architecture 700 is
not active. In other words, the upper multiplication module
770a outputs a zero vector ([0, 0, . . ., 0]), and therefore the
output of the upper multiplication module 770qa (i.e. upper
branch) is zero.

[0082] Therefore, in effect, the deterministic key filter
750, upon detection of the temporal secret operational key,
activates a DRL agent associated with the pre-trained policy
(Q(S,A)) 730 and deactivates another DRL agent associated
with the undesired policy (Q'(S,A)) 740. Further, the deter-
ministic key filter 750, upon non-detection of the temporal
secret operational key, activates the other DRL agent asso-
ciated with the undesired policy (Q'(S,A)) 740, and deacti-
vates the DRL agent associated with the pre-trained policy
(Q(S,A)) 730. Therefore, in various embodiments, the deter-
ministic key filter 750 can be also considered and operate as
an agent determining module. Also, the inverter 760 may
operate to activate one of the DRL agent associated with the
pre-trained policy (Q(S,A)) 730 and the other DRL agent
associated with the undesired policy (Q'(S,A)) 740 depend-
ing on detection of the temporal secret operational key.
[0083] The remaining procedure is essentially similar or
equivalent to the procedures described above for the process
of FIG. 6.

Preventing Unauthorized Use of DRL Agent in Autonomous
Cars

[0084] Insome embodiments, the DRL agents can be used
in autonomous cars. The DRL agents are trained to operate
(e.g. move, steer) the car autonomously based on a wide
range of visual and sensory information (e.g. sensory input)
obtained from the environment. The DRL agents can be
stolen and used, without permission of the owner of the
agent, in other cars that are manufactured or customized by
an adversarial entity.

[0085] To protect the DRI agents used in autonomous cars
from unauthorized activities (e.g. illegal copy, unlicensed
use), the methods for preventing unauthorized use of a DRL
agent presented above can be utilized. Using those methods,
the DRL agent would be protected and become a secret
operational key operated DRL agent. According to embodi-
ments, the DRL agent is trained to operate nominally when
it is provided with a secret operational key. In some embodi-
ments, there are more than one secret operational key, and
therefore the DRL agent is trained to operate nominally
when it has all of the secret operational keys. The DRL agent
is trained to operate, by contrast, in an undesirable or
less-desirable manner when one or more (required) secret
operational keys are not provided. In various embodiments,
the secret operational keys are only known to a certain
authorized entity or a certain group of authorized entities, for
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example the manufacture of the DRL agent or the owner of
the DRL agent. The secret operational keys are created using
one of the methods illustrated above or elsewhere in the
present disclosure. In various embodiments, each secret
operational key can be defined or expressed as a pre-
determined (pre-specified) subset of a disjoint state space
(e.g. new state space § 320 in FIG. 3), a pre-determined
(pre-specified) secret function from the state space, or a
pre-specified temporal sequence (e.g. secret operational key
W, 520).

[0086] FIGS. 8A to 8C illustrate an existing autonomous
car system and new systems for autonomous car secured
using the secret operational key, in accordance with embodi-
ments of the present disclosure. Referring to FIG. 8A, there
is provided an existing autonomous car system 810. The
existing autonomous car system 810 includes the perception
system 811 and the DRL agent 812. The perception system
811, regularly or continuously, collects sensory information
from the environment and delivers the states 811s to the
DRL agent 812. Each of the states 811s is indicative of or
determined based on the collected sensory information. The
DRL agent 812 operates as trained in light of the received
state updates. The operation of the DRL agent 812 may be
controlled by anyone who can, physically or remotely,
access to the autonomous vehicle.

[0087] Referring to FIG. 8B, there is provided a novel
autonomous car system 820 in accordance with embodi-
ments of the present disclosure. The autonomous car system
820 includes the perception system 821 and the DRL agent
822, which primarily operates in the similar manner as the
perception system 811 and the DRL agent 812, except in
respect to protection.

[0088] In comparison to the DRL agent 812, the DRL
agent 822 is protected so that only the manufacturer, owner
of the vehicle or other authorized entities can operate the
autonomous car as intended. For that, a physical object, such
as a traditional physical car key 823, may be designated
thereby continuously providing the secret operational key
823k to the protected DRL agent 822. Provided with the
secret operational key 823%, the protected DRL agent 822
can operate or behave normally as intended. The physical
car key 823, which unlocks the car, provides the secret
operational key 823s to the protected DRL agent 822 so that
the protected DRL agent 822 can operate nominally as
intended using the secret operational key 823s and the state
updates 821s received from the perception system 821. The
protected DRL agent 822 does not operate nominally (i.e.
operate less desirably) without the secret operational key
823%. Therefore, the physical car key 823 keeps invoking the
desired behavior at the protected DRL agent 822 so that the
protected DRL agent 822 operates (e.g. drives) the autono-
mous car in a desirable way.

[0089] The physical car key 823 would enhance the secu-
rity in the autonomous car or the autonomous car system
820, as an adversarial entities would not only need to steal
the DRL agent 822, but also need to have the physical car
key 823 to obtain the secret operational key 823% in order to
operate the DRL agent 822 and the autonomous car system
820 appropriately.

[0090] Referring to FIG. 8C, there is provided another
novel autonomous car system 830 in accordance with
embodiments of the present disclosure. In various embodi-
ments, the autonomous car system 830 includes the percep-
tion system 831 and the DRL agent 832, which primarily
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operates in the similar manner as the perception system 821
and the DRL agent 822, except in respect to preventing
unauthorized use of the DRL agent. In some embodiments,
the perception system 831 and the DRL agent 832 are not
included in the autonomous car system 830. In such cases,
the perception system 831 and the DRL agent 832 are
operatively associated with the autonomous car system 830.
[0091] With respect to protection of the DRL agent 832,
instead of the physical object (e.g. physical car key 823) that
provides a secret operational key directly to the protected
DRL agent (e.g. protected DRL agent 822), a secret function
833 can be embedded in the autonomous car system 830.
The embedded secret function 833 operates or behaves
based upon the states or state updates 831s (continuously)
provided by the perception system 831. Specifically, the
embedded secret function 833 takes the states 831s from the
perception system 831 and outputs the secret operational key
833% that is conveyed to the protected DRL agent 832. The
embedded secret function 833 would enhance the security in
the autonomous car or the autonomous car system 830, as an
adversarial entities would not only need to steal the DRL
agent 832, but also need to obtain the secret operational key
833/ in order to successfully operate the DRI agent 832 and
the autonomous car system 830.

Preventing Unauthorized Use of DRL Agent in Network

[0092] FIGS. 9 and 10 illustrate two ways of preventing
unauthorized use of a DRL agent that performs traffic
engineering in the core network using the secret operational
key, in accordance with embodiments of the present disclo-
sure. According to embodiments, for security, the DRL
agents 920 and 1020 are provided with the secret operational
keys 915 and 1015, respectively. In various embodiments,
the secret operational keys 915 and 1015 can be defined or
expressed as a pre-determined (pre-specified) subset of a

disjoint state space (e.g. new state space ' 320 in FIG. 3),
a pre-determined (pre-specified) secret function from the
state space (e.g. secret function 833 in FIG. 8), or a pre-
specified temporal sequence (e.g. secret operational key ¥,
520).

[0093] FIG. 9 illustrates one way of preventing unauthor-
ized use of a DRL agent 920 that performs traffic engineer-
ing in the core network using the secret operational key 915
provided by a physical or digital object or token (e.g.
physical or digital key 910), in accordance with embodi-
ments of the present disclosure. Referring to FIG. 9, the
protected DRL agent 920 performs traffic engineering or
routing function for core network. Specifically, a DRL-based
routing engine instructs the switches 940 on how to route
packets in the network by accessing the flow tables 945 of
the switches 940 and writing the routing rules on the flow
tables 945.

[0094] The switches 940 send state updates 930, for
example the number of packets or other packet information,
to the protected DRL agent 920. The owner of the DRL
agent 920 continuously provides the DRI agent 920 with the
secret operational key 915 through the physical or digital
key 910 so that the DRL agent 920 can operate nominally or
desirably. The physical or digital key 910 may be any
medium that provides the secret operational key 915. The
physical or digital key 910 may be a function, an entity, a
person or a program that can be used for provision of the
secret operational key 915. One such example is provided
below and in FIG. 10.
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[0095] In various embodiments, the secret operational key
915 supplying module can be placed in the same physical
location as the protected DRL agent 920 or in a separate
location in the network. The key supplying module (e.g. the
module providing the secret operational key 915) can be
placed in either location regardless of whether the secret
operational key 915 is a pre-specified key (e.g. pre-specified
subset of a disjoint state space or a pre-specified temporal
sequence) or a pre-specified secret operational key through
a secret function.

[0096] FIG. 10 illustrates another way of preventing unau-
thorized use of a DRL agent 1020 that performs traffic
engineering in the core network using the secret operational
key 1015 embedded in a function (e.g. secret function 1010),
in accordance with embodiments of the present disclosure.
Similar to the case in FIG. 9, the protected DRL agent 1020
performs traffic engineering or routing function for core
network. Specifically, a DRL.-based routing engine instructs
the switches 1040 on how to route packets in the network by
accessing the flow tables 1045 of the switches 1040 and
writing the routing rules on the flow tables 1045.

[0097] The switches 1040 send state updates 1030, for
example the number of packets and other packet informa-
tion, to the protected DRL agent 1020. The secret function
1010 continuously provides the DRL agent 1020 with the
secret operational key 1015 so that the DRL agent 1020 can
operate nominally or desirably. As illustrated in FIG. 10, the
secret operational key 1015 is derived from the secret
function 1010 which is a pre-specified secret function acting
on the state space. In various embodiments, the secret
function 1010 providing the secret operational key 1015 can
be embedded in the protected DRL agent 1020 or embedded
in a (separate) system or network entity (e.g. network
device) operatively associated with the protected DRL agent
1020.

[0098] According to embodiments, a DRL agent illus-
trated in the present disclosure (e.g. protected DRL agents
831, 832, 920 and 1020 in FIGS. 8, 9 and 10) can be
protected from unauthorized activities (e.g. illegal copy,
theft, unlicensed use) as the protected DRL agent operates
nominally only when a secret operational key is provided,
for example through a physical object or an embedded secret
function, as illustrated above. Provided that the secret opera-
tional key is only available to the owner or the creator of the
DRL agent, DRL agent is more effectively protected. On the
other hand, in existing DRL agents (e.g. existing DRL agent
for autonomous car systems), it may be challenging to
invoke the watermark embedded in the DRL agent as the
DRL agent is not easily accessible by the original owner
when it is stolen by an adversarial entity.

[0099] Although the present disclosure has been illus-
trated with reference to specific features and embodiments
thereof, protection of DRL agents is desired in many appli-
cations such as in network operations and management,
robotics, natural language programming, prediction systems
among other applications of a DRL agent as would be
readily understood.

[0100] According to embodiments, the key-protected
DRL agent can also be applied for purposes other than
protecting from unauthorized activities of adversarial enti-
ties. For example, the key-protected DRL agent can be used
for renting DRL agents to over-the-top services providers.
Specifically, the protected DRL agents can be leased to
(over-the-top) service providers (i.e. lessee), and the owner
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(i.e. the lessor) can keep supplying the DRL agent with the
secret operational key while the contract is active.

[0101] FIG. 11A illustrates a method 1100 for preventing
unauthorized use of a DRL agent, in accordance with
embodiments of the present disclosure. The method includes
training 1110 the DRL agent to operate based on a desired
policy when a secret operational key is provided to the DRL
agent, the secret operational key being exclusively available
to an authorized entity. The method further includes training
1120 the DRL agent to operate based on an undesired policy
when the secret operational key is missing. Upon detection
of the secret operational key, the method further includes
operating 1130 the DRL agent based on the desired policy
when authorized use of the DRL agent is solely based on
detection of the secret operational key. Upon non-detection
of the secret operational key, the method further includes
operating 1140 the DRL agent based on the undesired policy
when authorized use of the DRL agent is solely based on
detection of the secret operational key.

[0102] In some embodiments, the method further includes
training the DRL agent to operate based on a second desired
policy when a second secret operational key is provided to
the DRL agent, the second secret operational key being
exclusively available to the authorized entity or another
authorized entity. Upon detection of the second secret opera-
tional key, the method includes operating the DRL agent
based on the second desired policy. Upon non-detection of
the second secret operational key, the method further
includes operating the DRI agent based on the undesired
policy when authorized use of the DRL agent is solely based
on detection of the second secret operational key.

[0103] In some embodiments, training the DRL agent
based on the desired policy further comprises training the
DRL agent to operate based on the desired policy when both
the secret operational key and a second secret operational
key are provided to the DRL agent, the second secret
operational key being exclusively available to the authorized
entity. In some embodiments, training the DRL agent to
operate based on the undesired policy further comprises
training the DRL agent to operate based on the undesired
policy when one or more of the secret operational key and
the second secret operational key are missing. Upon detec-
tion of the secret operational key and the second secret
operational key, the method includes operating the DRL
agent based on the desired policy when authorized use of the
DRL agent is solely based on detection of the secret opera-
tional key and the second secret operational key. Upon
non-detection of one or more of the secret operational key
and the second secret operational key, the method includes
operating the DRL agent based on the undesired policy
[0104] FIG. 11B illustrates another method 1150 for pre-
venting unauthorized use of a DRL agent, in accordance
with embodiments of the present disclosure. The method
includes receiving 1160 the first DRL agent, the first DRL
agent pre-trained to operate based on a desired policy, the
first DRL agent having an input-output dimension. The
method further includes creating 1170 a second DRL agent
having the input-output dimension of the first DRL agent,
the second DRL agent configured to operate based on a
less-desired policy. The method further includes creating
1180 a DRL agent module including the first DRI agent, the
second DRL agent and an agent determining module, the
agent determining module configured to activate the first
DRL agent and deactivate the second DRI agent upon
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receipt of a secret operational key, the agent determining
module further configured to activate the second DRL agent
and deactivate the first DRL agent upon non-receipt of the
secret operational key.

[0105] FIG. 12 is a schematic structural diagram of a
system architecture 1200 according to an embodiment of the
present disclosure. Referring to FIG. 12, an embodiment of
the present invention provides a system architecture 1200. A
data collection device 1260 is configured to collect various
data (e.g. secret operational key 340, secret operational key
function 440, secret operational key 8234, secret function
833, data obtained from the environment 430, 680, 780 or
sensory information collected by the perception system 821,
831) and store the collected data into a database 1230. A
training device 1220 may generate a target model/rule 1201
based on the data maintained in the database 1230.

[0106] The target model/rule 1201 may refer to desired or
pre-trained policy (e.g. the pre-trained policy (Q(S,A)) 630,
730) having applied the training embodiments described
herein, for example, embodiments described in reference to
FIGS. 6 and 7. Accordingly, the training device 1220 may
perform the policy training, for example, as described in the
embodiments described in FIGS. 4 and 8 to 10. The follow-
ing describes in more detail how the training device 1220
obtains the target model/rule 1201 (e.g. the pre-trained
policy (Q(S,A)) 630, 730) based on the collected environ-
ment data that is contained in the database 1230. It should
be noted that the one or more methods described herein may
be processed by a CPU, or may be jointly processed by a
central processing unit (CPU) and a graphics processing unit
(GPU), or may not be processed by a GPU, but processed by
another processor that is applicable to neural network com-
putation. This is not limited in the instant application.

[0107] Work at each layer of a deep neural network may
be described by using a mathematical expression y=a(W[]

¥+b): From a physical perspective, the work at each layer
of'the deep neural network can be understood as performing
five operations on input space (a set of input vectors), to
complete a conversion from the input space into output
space (in other words, from row space to column space of a
matrix). The five operations include: 1. Dimensionality
increase/reduction; 2. zooming in/out; 3. rotation; 4. pan-
ning; and 5. “bending”. The operations 1, 2, and 3 are

performed by W—X, the operation 4 is performed by +b,
and the operation 5 is implemented by a( ). Herein, a reason
why the word “space” is used for description is that objects
to be classified are not single matters, but are a type of
matters. The space indicates a set of all individuals in this
type of matters. W denotes a weight vector. Each value in the
vector indicates a weight value of one neural cell at the layer
of neural network. The vector W decides the foregoing
spatial conversion from the input space to the output space.
In other words, the weight W of each layer controls how to
convert space. A purpose of training the deep neural network
is to finally obtain a weight matrix (a weight matrix con-
sisting of vectors W of a plurality of layers) of all layers of
the trained neural network. Therefore, in essence, the train-
ing process of the neural network is learning a manner of
controlling spatial conversion, and more specifically, learn-
ing a weight matrix.

[0108] To enable the deep neural network to output a
predicted value that is as close to a truly desired value as
possible, a predicted value of a current network and a truly
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desired target value may be compared, and a weight vector
of each layer of the neural network is updated based on a
difference between the predicted value and the truly desired
target value. (Certainly, there is usually an initialization
process before a first update and to be specific, a parameter
is preconfigured for each layer of the deep neural network).
For example, if the predicted value of a network is exces-
sively high, continuously adjust a weight vector to lower the
predicted value, until the neural network can predict the
truly desired target value. Therefore, “how to compare a
difference between a predicted value and a target value”
needs to be predefined. To be specific, a loss function (loss
function) or an objective function (objective function) needs
to be predefined. The loss function and the objective func-
tion are important equations used to measure the difference
between a predicted value and a target value. For example,
the loss function is used as an example. A higher output
value (loss) of the loss function indicates a greater differ-
ence. In this case, training the deep neural network is a
process of minimizing the loss.

[0109] The target module/rule (e.g. desired policy)
obtained by the training device 1220 may be applied to
different systems or devices. In FIG. 12, an execution device
1210 is provided with an I/O interface 1212 to perform data
interaction with an external device. A “user” may refer to a
DRL agent operator (e.g. DRL agent operator 410) and input
data to the I/O interface 1212 by using a customer device
1240.

[0110] The execution device 1210 may refer to a device
containing the DRL agents (e.g. DRL agent 420, 822, 832,
920, 1020) having applied the embodiments described
herein, for example, the embodiments described in FIGS. 3,
4 and 6 to 10. The execution device 1210 may invoke data,
code, and the like from a data storage system 1250, and may
store the data, an instruction, and the like into the data
storage system 1250. For example, the execution device
1210 may invoke the secret operational key (e.g. secret
operational key 340, secret operational key function 440,
secret operational key 823%, secret function 833), at discrete
time epochs, from the data storage system 1250 and, in some
embodiments, may store, for example, various data obtained
from the environment 430, 680, 780 or sensory information
collected by the perception system 821, 831 in the data
storage system 1250.

[0111] A computation module 1211 processes the input
data by using the target model/rule 1201. Finally, the /O
interface 1212 returns a processing result to the customer
device 1240 and provides the processing result to the user.
More deeply, the training device 1220 may generate corre-
sponding target models/rules 1201 for different targets based
on different data, to provide a better result for the user. The
corresponding target model/rule 1201 may be used to imple-
ment the foregoing desired policy to provide a desired result
for the user (e.g. DRL agent operator 410).

[0112] In a case shown in FIG. 12, the user may manually
specify data to be input to the execution device 1210, for
example, an operation in a screen provided by the I/O
interface 1212. In another case, the customer device 1240
may automatically input data to the /O interface 1212 and
obtain a result. If the customer device 1240 automatically
inputs data, authorization of the user needs to be obtained.
The user can specify a corresponding permission in the
customer device 1240. The user may view, in the customer
device 1240, the result output by the execution device 1210.
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A specific presentation form may be display content, a voice,
an action, and the like. In addition, the customer device 1240
may be used as a data collector to store collected data into
the database 1230.

[0113] It should be noted that FIG. 12 is merely a sche-
matic diagram of a system architecture according to an
embodiment of the present disclosure. Position relationships
between the device, the component, the module, and the like
that are shown in FIG. 12 do not constitute any limitation.
For example, in FIG. 12, the data storage system 1250 is an
external memory relative to the execution device 1210. In
another case, the data storage system 1250 may be located
in the execution device 1210.

[0114] FIG. 13 is a structural hardware diagram of a chip
according to an embodiment of the present disclosure. The
chip includes a neural network processor 1300. The chip
may be provided in the execution device 1210 shown in FIG.
12, to perform computation for the computation module
1211. Alternatively, the chip may be provided in the training
device 1220 shown in FIG. 12, to perform training and
output the target model/rule 1201. In some embodiments, all
the algorithms of layers (not shown in FIG. 6) of the
recurrent neural network (RNN) 650 in FIG. 6 may be
implemented in the chip shown in FIG. 13.

[0115] The neural network processor 1300 may be any
processor that is applicable to massive exclusive OR opera-
tions, for example, a neural processing unit (NPU), a tensor
processing unit (TPU), a graphics processing unit (GPU), or
the like. The NPU is used as an example. The NPU may be
mounted, as a coprocessor, to a host CPU and the host CPU
allocates a task. A core part of the NPU is an operation
circuit 1303. A controller 1304 controls the operation circuit
1303 to extract matrix data from a memory and perform a
multiplication operation.

[0116] In some implementations, the operation circuit
1303 internally includes a plurality of processing units
(process engine, PE). In some implementations, the opera-
tion circuit 1303 is a bi-dimensional systolic array. In
addition, the operation circuit 1303 may be a uni-dimen-
sional systolic array or another electronic circuit that can
implement a mathematical operation such as multiplication
and addition. In some implementations, the operation circuit
1303 is a general matrix processor.

[0117] For example, it is assumed that there are an input
matrix A, a weight matrix B, and an output matrix C. The
operation circuit obtains, from a weight memory 1302, data
corresponding to the matrix B, and caches the data in each
PE in the operation circuit. The operation circuit obtains data
of the matrix A from an input memory 1301, and performs
a matrix operation on the data of the matrix A and the data
of the matrix B. An obtained partial or final matrix result is
stored in an accumulator (accumulator) 1308.

[0118] A unified memory 1306 is configured to store input
data and output data. Weight data is directly moved to the
weight memory 1302 by using a storage unit access con-
troller (e.g. direct memory access controller, DMAC) 1305.
The input data is also moved to the unified memory 1306 by
using the DMAC.

[0119] An interface unit (BIU) 1310 is configured to
enable an AXI bus to interact with the DMAC and an
instruction fetch memory (instruction fetch buffer) 1309.
The BIU 1310 may be further configured to enable the
instruction fetch memory 1309 to obtain an instruction from
an external memory, and is further configured to enable the

Jun. 15, 2023

storage unit access controller 1305 to obtain, from the
external memory, source data of the input matrix A or the
weight matrix B.

[0120] The storage unit access controller (e.g., DMAC)
1305 is mainly configured to move input data from an
external memory DDR to the unified memory 1306, or move
the weight data to the weight memory 1302, or move the
input data to the input memory 1301.

[0121] A vector computation unit 1307 includes a plurality
of operation processing units. If needed, the vector compu-
tation unit 1307 performs further processing, for example,
vector multiplication, vector addition, an exponent opera-
tion, a logarithm operation, or magnitude comparison, on an
output from the operation circuit. The vector computation
unit 1307 is mainly used for non-convolutional/FC-layer
network computation in a neural network, for example,
pooling (pooling), batch normalization (batch normaliza-
tion), or local response normalization (local response nor-
malization).

[0122] In some implementations, the vector computation
unit 1307 can store, to the unified buffer 1306, a vector
output through processing. For example, the vector compu-
tation unit 1307 may apply a nonlinear function to an output
of the operation circuit 1303, for example, a vector of an
accumulated value, to generate an activation value. In some
implementations, the vector computation unit 1307 gener-
ates a normalized value, a combined value, or both a
normalized value and a combined value. In some implemen-
tations, the vector output through processing (the vector
processed by the vector computation unit 1307) may be used
as activation input to the operation circuit 1303, for
example, to be used in some layer(s) of the recurrent neural
network in FIG. 17.

[0123] The instruction fetch memory (instruction fetch
buffer) 1309 connected to the controller 1304 is configured
to store an instruction used by the controller 1304. The
unified memory 1306, the input memory 1301, the weight
memory 1302, and the instruction fetch memory 1309 are all
on-chip memories. The external memory is independent
from the hardware architecture of the NPU.

[0124] Operations at the layers of the recurrent neural
networks, for example RNN shown in FIG. 17 may be
performed by the operation circuit 1303 or the vector
computation unit 1307.

[0125] FIG. 14 is a schematic diagram of a hardware
structure of a training apparatus according to an embodiment
of the present disclosure. A training apparatus 1400 shown
in FIG. 14 includes a memory 1401, a processor 1402, a
communications interface 1403, and a bus 1404. A commu-
nication connection is implemented between the memory
1401, the processor 1402, and the communications interface
1403 by using the bus 1404. The apparatus 1400 may be
specifically a computer device and may refer to the training
device 1220.

[0126] The memory 1401 may be a read-only memory
(ROM), a static storage device, a dynamic storage device, or
a random access memory (RAM). The memory 1401 may
store a program. The processor 1402 and the communica-
tions interface 1403 are configured to perform, when the
program stored in the memory 1401 is executed by the
processor 1402, steps of one or more embodiments
described herein, for example, embodiments described in
reference to FIGS. 3, 4 and 6 to 10.
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[0127] The processor 1402 may be a general central
processing unit (CPU), a microprocessor, an application-
specific integrated circuit (ASIC), a graphics processing unit
(GPU), or one or more integrated circuits. The processor
1402 may be configured to execute a related program to
implement a function that needs to be performed by a unit
in the training apparatus according to one or more embodi-
ments described herein, for example, embodiments
described in reference to FIGS. 3, 4 and 6 to 10.

[0128] In addition, the processor 1402 may be an inte-
grated circuit chip with a signal processing capability. In an
implementation process, steps of the training method
according to this application may be performed by an
integrated logical circuit in a form of hardware or by an
instruction in a form of software in the processor 1402. In
addition, the foregoing processor 1402 may be a general
purpose processor, a digital signal processor (DSP), an
application-specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA) or another programmable
logic device, a discrete gate or a transistor logic device, or
a discrete hardware assembly. The processor 1402 may
implement or execute the methods, steps, and logical block
diagrams that are disclosed in the embodiments of this
application. The general purpose processor may be a micro-
processor, or the processor may be any conventional pro-
cessor or the like. The steps of the method disclosed with
reference to the embodiments of this application may be
directly performed by a hardware decoding processor, or
may be performed by using a combination of hardware in the
decoding processor and a software module. The software
module may be located in a mature storage medium in the
art, such as a random access memory, a flash memory, a
read-only memory, a programmable read-only memory, an
electrically erasable programmable memory, or a register.
The storage medium is located in the memory 1401. The
processor 1402 reads information from the memory 1401,
and completes, by using hardware in the processor 1402, the
functions that need to be performed by the units included in
the training apparatus according to one or more embodi-
ments described herein, for example, embodiments
described in reference to FIGS. 3, 4 and 6 to 10.

[0129] The communications interface 1403 implements
communication between the apparatus 1400 and another
device or communications network by using a transceiver
apparatus, for example, including but not limited to a
transceiver. For example, training data (for example, secret
operational key 340, secret operational key function 440,
secret operational key 823%, secret function 833) may be
obtained by using the communications interface 1403.
[0130] The bus 1404 may include a path that transfers
information between all the components (for example, the
memory 1401, the processor 1402, and the communications
interface 1403) of the apparatus 1400.

[0131] FIG. 15 is a schematic diagram of a hardware
structure of an execution apparatus according to an embodi-
ment of the present disclosure. An execution apparatus 1500
shown in FIG. 15 includes a memory 1501, a processor
1502, a communications interface 1503, and a bus 1504. A
communication connection is implemented between the
memory 1501, the processor 1502, and the communications
interface 1503 by using the bus 1504. The apparatus 1500
may be specifically a computer device or refer to the
execution device 1210 or devices containing the DRL agents
(e.g. DRL agent 420, 822, 832, 920, 1020).
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[0132] The memory 1501 may be a read-only memory
(ROM), a static storage device, a dynamic storage device, or
a random access memory (RAM). The memory 1501 may
store a program. The processor 1501 and the communica-
tions interface 1502 are configured to perform, when the
program stored in the memory 1502 is executed by the
processor 1503, steps of one or more embodiments
described herein, for example, embodiments described in
reference to FIGS. 3, 4 and 6 to 10.

[0133] The processor 1502 may be a general central
processing unit (CPU), a microprocessor, an application-
specific integrated circuit (ASIC), a graphics processing unit
(GPU), or one or more integrated circuits. The processor
1502 may be configured to execute a related program to
implement a function that needs to be performed by a unit
in the execution apparatus according to one or more embodi-
ments described herein, for example, embodiments
described in reference to FIGS. 3, 4 and 6 to 10.

[0134] In addition, the processor 1502 may be an inte-
grated circuit chip with a signal processing capability. In an
implementation process, steps of one or more execution
methods described in the present disclosure may be per-
formed by an integrated logical circuit in a form of hardware
or by an instruction in a form of software in the processor
1502. In addition, the foregoing processor 1502 may be a
general purpose processor, a digital signal processor (DSP),
an application-specific integrated circuit (ASIC), a field
programmable gate array (FPGA) or another programmable
logic device, a discrete gate or a transistor logic device, or
a discrete hardware assembly. The foregoing processor 1502
may implement or execute the methods, steps, and logical
block diagrams that are disclosed in the embodiments of this
application. The general purpose processor may be a micro-
processor, or the processor may be any conventional pro-
cessor or the like. The steps of the method disclosed with
reference to the embodiments of this application may be
directly performed by a hardware decoding processor, or
may be performed by using a combination of hardware in the
decoding processor and a software module. The software
module may be located in a mature storage medium in the
art, such as a random access memory, a flash memory, a
read-only memory, a programmable read-only memory, an
electrically erasable programmable memory, or a register.
The storage medium is located in the memory 1501. The
processor 1502 reads information from the memory 1501,
and completes, by using hardware in the processor 1502, the
functions that need to be performed by the units included in
the execution apparatus according to one or more embodi-
ments described herein, for example, embodiments
described in reference to FIGS. 3, 4 and 6 to 10.

[0135] The communications interface 1503 implements
communication between the apparatus 1500 and another
device or communications network by using a transceiver
apparatus, for example, including but not limited to a
transceiver. For example, training data to protect the DRL
agent may be obtained by using the communications inter-
face 1503.

[0136] The bus 1504 may include a path that transfers
information between all the components (for example, the
memory 1501, the processor 1502, and the communications
interface 1503) of the apparatus 1500.

[0137] It should be noted that, although only the memory,
the processor, and the communications interface are shown
in the apparatuses 1400 and 1500 in FIG. 14 and FIG. 15, in
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a specific implementation process, a person skilled in the art
should understand that the apparatuses 1400 and 1500 may
further include other components that are necessary for
implementing normal running. In addition, based on specific
needs, a person skilled in the art should understand that the
apparatuses 1400 and 1500 may further include hardware
components that implement other additional functions. In
addition, a person skilled in the art should understand that
the apparatuses 1400 and 1500 may include only a compo-
nent required for implementing the embodiments of the
present invention, without a need to include all the compo-
nents shown in FIG. 14 or FIG. 15.

[0138] It may be understood that the apparatus 1400 is
equivalent to the training device 1220 in FIG. 12, and the
apparatus 1500 is equivalent to the execution device 1210 in
FIG. 12. A person of ordinary skill in the art may be aware
that, in combination with the examples described in the
embodiments disclosed in this specification, units and algo-
rithm steps may be implemented by electronic hardware or
a combination of computer software and electronic hard-
ware. Whether the functions are performed by hardware or
software depends on particular applications and design
constraint conditions of the technical solutions. A person
skilled in the art may use different methods to implement the
described functions for each particular application, but it
should not be considered that the implementation goes
beyond the scope of this application.

[0139] FIG. 16 illustrates a system architecture 1600
according to an embodiment of the present disclosure.
Referring to FIG. 16, an embodiment of the present inven-
tion provides a system architecture 1600. An execution
device 1610 is implemented by one or more servers 1615,
and optionally, supported by another computation device,
for example, a data memory, a router, a load balancer, or
another device. The execution device 1610 may be arranged
in a physical station or be distributed to a plurality of
physical stations. The execution device 1610 may use data
in a data storage system 1650 or invoke program code in a
data storage system 1650, to implement steps of the method
disclosed with reference to the embodiments of this appli-
cation

[0140] Users may operate respective user equipment (such
as a local device 1601 and another local device 1602) of the
users to interact with the execution device 1610. Each local
device may indicate any computation device, for example, a
personal computer, a computer work station, a smartphone,
a tablet computer, a smart camera, a smart car, or another
type of cellular phone, a media consumption device, a
wearable device, a set-top box, or a game console.

[0141] The local device of each user may interact with the
execution device 1610 by using a communications network
of any communications mechanism/communications stan-
dard. The communications network may be a wide area
network, a local area network, a point-to-point connected
network, or any combination thereof.

[0142] In another implementation, one or more aspects of
the execution devices 1610 may be implemented by each
local device. For example, the local device 1601 may
provide local data for the execution device 1610 or feed back
a computation result.

[0143] It should be noted that all functionalities of the
execution device 1610 may be implemented by the local
device. For example, the local device 1601 implements a
function of the execution device 1610 and provides a service
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for a user of the local device 1601, or provides a service for
a user of the local device 1602.

[0144] FIG. 17 is a schematic structural diagram of an
RNN, such as a recurrent neural network (RNN) 650 in FIG.
6, according to embodiments of the present disclosure.
RNNs are to process sequence data. In a conventional neural
network model, a full connection is implemented between
layers, from an input layer to a hidden layer and then to an
output layer, and nodes between layers are disconnected.
However, such a common neural network is incapable of
resolving many problems. For example, to predict a word in
a sentence, a previous word is usually needed, because a
word is dependent on its previous word in a sentence. RNN's
are referred to as recurrent neural networks, because a
current output of a sequence is also related to a previous
output. In a specific representation form, a network memo-
rizes previous information and applies the previous infor-
mation to computation of the current output. In other words,
the nodes between the hidden layers are no longer discon-
nected, but are connected, and an input to a hidden layer not
only includes an output from the input layer, but also
includes an output from the hidden layer at a previous
moment. In theory, the RNNs can process sequence data of
any length.

[0145] Training of the RNN is the same as training of a
conventional ANN (artificial neural network). The BP error
back propagation algorithm is also used. However, there is
a difference. If the RNNs are unfolded, parameters W, U, and
V are shared. However, the parameters are not shared in a
conventional neural network. In addition, in a gradient
descent algorithm, an output of each step not only depends
on a network of a current step, but also depends on network
states of several previous steps. For example, when t is 4, the
propagation needs to be performed backward for three
additional steps, and respective gradients need to be added
to each of the three steps. The learning algorithm is referred
to as back propagation through time (back propagation
through time, BPTT).

[0146] The recurrent neural network is needed in spite of
the existing artificial neural network and the existing con-
volutional neural network. A premise of the convolutional
neural network and a premise of the artificial neural network
are both as follows: Elements are mutually independent, and
an input is independent from an output. However, in the real
world, many elements are mutually connected, and inputs
are often affected by outputs. Therefore, to overcome the gap
between the real world and the premise of existing convo-
lutional neural network and artificial neural network, the
present recurrent neural network emerges. The essence of
the recurrent neural network is that the recurrent neural
network has a memorizing capability, just like a human
being does. In this way, an output of the recurrent neural
network depends on a current input and a memory.

[0147] Referring to FIG. 17 illustrating a structure of an
RNN, each circle may be considered as one cell, and each
cell does a same thing. Therefore, the diagram may be folded
into a half figure on the left. In a word, the RNN is obtained
through repeated use of one cell structure.

[0148] The RNN is a sequence-to-sequence model. It is
assumed that x,_, x,, and x,, ; are inputs: “United States of”.
In this case, o, ;, and o, are corresponding to “States” and
“of” respectively. Upon prediction of the next word, there is
a relatively high probability that o,,, is “America”. There-
fore, the following can be defined:
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[0149] X, indicates an input at a t moment, o, indicates
an output at the t moment, and S, indicates a memory
at the t moment. An output at a current moment is
determined based on an output at the current moment
and a memory. A neural network is best at integrating
a large amount of content by using a series of param-
eters and then learning the parameters. In this way, a
base of the RNN is defined as follows:

S=AUXAWES,~1)

[0150] The f( ) function is an activation function in the
neural network. Since the RNN is capable of memorizing,
certainly, only important information is memorized, other
unimportant information can be surely forgotten. For that, an
activation function is needed for filtering information in the
neural network. Therefore, an activation function is applied
herein, to make a non-linear mapping to filter information.
This activation function may be tan h or may be another
function.

[0151] An idea of the RNN is to make a prediction based
on the memory S, at the current moment. When a next word
for “United States of”” is predicted, it is apparent that the next
word would be “America”. In practice, such predictions will
be made using softmax to ensure the next word is most
appropriate and probable word to be placed. However, it
should be noted that as a matrix cannot be directly used to
make such prediction, a weight matrix V needs to be utilized
when making the prediction. The weight matrix is indicated
by the following formula:

o~softmax(¥s,), where o, indicates the output at the
¢ moment.

[0152] 1. S, may be considered as a hidden state in
which information at a previous time point is captured.

[0153] 2. o0,is obtained based on all memories at current
time and previous time.

[0154] 3. It is a pity that not information at all previous
time points can be captured in S,.

[0155] 4. Like a convolutional neural network, in the
network herein, all cells share a group of parameters
(U, V, and W). This can greatly reduce a computation
amount.

[0156] 5. o, is nonexistent in a large quantity of cases,
because only a final result is concerned in a large
quantity of tasks, such as a text sentiment analysis.

[0157] It will be appreciated that, although specific
embodiments of the technology have been described herein
for purposes of illustration, various modifications may be
made without departing from the scope of the technology.
The specification and drawings are, accordingly, to be
regarded simply as an illustration of the invention as defined
by the appended claims, and are contemplated to cover any
and all modifications, variations, combinations or equiva-
lents that fall within the scope of the present invention. In
particular, it is within the scope of the technology to provide
a computer program product or program clement, or a
program storage or memory device such as a magnetic or
optical wire, tape or disc, or the like, for storing signals
readable by a machine, for controlling the operation of a
computer according to the method of the technology and/or
to structure some or all of its components in accordance with
the system of the technology.

[0158] Acts associated with the method described herein
can be implemented as coded instructions in a computer
program product. In other words, the computer program
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product is a computer-readable medium upon which soft-
ware code is recorded to execute the method when the
computer program product is loaded into memory and
executed on the microprocessor of the wireless communi-
cation device.

[0159] Acts associated with the method described herein
can be implemented as coded instructions in plural computer
program products. For example, a first portion of the method
may be performed using one computing device, and a
second portion of the method may be performed using
another computing device, server, or the like. In this case,
each computer program product is a computer-readable
medium upon which software code is recorded to execute
appropriate portions of the method when a computer pro-
gram product is loaded into memory and executed on the
microprocessor of a computing device.

[0160] Further, each step of the method may be executed
on any computing device, such as a personal computer,
server, PDA, or the like and pursuant to one or more, or a
part of one or more, program elements, modules or objects
generated from any programming language, such as C++,
Java, or the like. In addition, each step, or a file or object or
the like implementing each said step, may be executed by
special purpose hardware or a circuit module designed for
that purpose.

[0161] It is obvious that the foregoing embodiments of the
invention are examples and can be varied in many ways.
Such present or future variations are not to be regarded as a
departure from the spirit and scope of the invention, and all
such modifications as would be obvious to one skilled in the
art are intended to be included within the scope of the
following claims.

We claim:

1. A method for preventing unauthorized use of a deep
reinforcement learning (DRL) agent, the method compris-
ing:

training the DRL agent to operate based on a desired

policy when a secret operational key is provided to the
DRL agent, the secret operational key being exclu-
sively available to an authorized entity;
training the DRL agent to operate based on an undesired
policy when the secret operational key is missing;

upon detection of the secret operational key, operating the
DRL agent based on the desired policy when authorized
use of the DRL agent is solely based on detection of the
secret operational key; and

upon non-detection of the secret operational key, operat-

ing the DRL agent based on the undesired policy when
authorized use of the DRL agent is solely based on
detection of the secret operational key.

2. The method according to claim 1, further comprising:

training the DRL agent to operate based on a second

desired policy when a second secret operational key is
provided to the DRL agent, the second secret opera-
tional key being exclusively available to the authorized
entity or another authorized entity;

upon detection of the second secret operational key,

operating the DRI agent based on the second desired
policy; and

upon non-detection of the second secret operational key,

operating the DRL agent based on the undesired policy
when authorized use of the DRL agent is solely based
on detection of the second secret operational key.
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3. The method according to claim 1, wherein training the
DRL agent based on the desired policy further comprises
training the DRL agent to operate based on the desired
policy when both the secret operational key and a second
secret operational key are provided to the DRL agent, the
second secret operational key being exclusively available to
the authorized entity;

wherein training the DRL agent to operate based on the

undesired policy further comprises training the DRL
agent to operate based on the undesired policy when
one or more of the secret operational key and the
second secret operational key are missing;

upon detection of the secret operational key and the

second secret operational key, operating the DR agent
based on the desired policy when authorized use of the
DRL agent is solely based on detection of the secret
operational key and the second secret operational key;
and

upon non-detection of one or more of the secret opera-

tional key and the second secret operational key, oper-
ating the DRL agent based on the undesired policy.
4. The method of claim 1, further comprising:
appending a new state space to an original state space, the
union of the new state space and the original state space
representing a set of states for the DRL agent;

selecting one or more elements from the new state space;
and

determining the secret operational key based on the

selected one or more elements.
5. The method of claim 4, wherein the secret operational
key is designated as a secret function of a state or combi-
nation of states in the original state space, the secret function
exclusively known to an owner of the DRL agent.
6. The method of claim 1, wherein the secret operational
key is a temporal sequence derived from a state transition
space for a trajectory for a behaviour of the DRL agent over
one or more discrete time steps.
7. The method of claim 1, wherein the secret operational
key is provided through a physical object.
8. The method of claim 1, wherein the secret operational
key is provided by a function embedded in a system opera-
tively associated with the DRL agent.
9. The method of claim 1, wherein an operational level of
the DRL agent is dependent upon which secret operational
key is provided to the DRL agent.
10. A method for preventing unauthorized use of a deep
reinforcement learning (DRL) agent, the method compris-
ing:
receiving a first DRL agent, the first DRL agent pre-
trained to operate based on a desired policy, the first
DRL agent having an input-output dimension;

creating a second DRL agent having the input-output
dimension of the first DRI agent, the second DRL
agent configured to operate based on a less-desired
policy;

creating a DRL agent module including the first DRL

agent, the second DRL agent and an agent determining
module, the agent determining module configured to
activate the first DRL agent and deactivate the second
DRL agent upon receipt of a secret operational key, the
agent determining module further configured to acti-
vate the second DRL agent and deactivate the first DRL
agent upon non-receipt of the secret operational key.
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11. The method of claim 10, wherein the agent determin-
ing module is configured as a recurrent neural network or a
long short term memory (LSTM) module.

12. The method of claim 10, wherein the agent determin-
ing module is configured as a deterministic key filter.

13. The method of claim 11, wherein the agent determin-
ing module outputs to an inverter, the inverter configured to
activate one of the first DRL agent and the second DRL
agent.

14. The method of claim 12, wherein the agent determin-
ing module outputs to an inverter, the inverter configured to
activate one of the first DRL agent and the second DRL
agent.

15. The method of claim 12, the method further compris-
ing:

upon detection of the secret operational key, fixing an

output value of the deterministic key filter until a length
associated with the secret operational key passes.

16. The method of claim 10, wherein the secret opera-
tional key is a temporal sequence derived from a state space
representing a set of states associated with the first DRL
agent and the second DRL agent.

17. A system for preventing unauthorized use of a deep
reinforcement learning (DRL) agent comprising:

a DRL agent training device configured for:

training the DRL agent to operate based on a desired
policy when a secret operational key is provided to
the DRL agent, the secret operational key being
exclusively available to an authorized entity;

training the DRL agent to operate based on an unde-
sired policy when the secret operational key is miss-
ing; and

a DRL agent execution device configured for:

upon detection of the secret operational key, operating
the DRL agent based on the desired policy when
authorized use of the DRL agent is solely based on
detection of the secret operational key, and

upon non-detection of the secret operational key, oper-
ating the DRL agent based on the undesired policy
when authorized use of the DRL agent is solely
based on detection of the secret operational key.

18. The system according to claim 17, wherein the DRL
agent training unit is further configured for:

training the DRL agent to operate based on a second

desired policy when a second secret operational key is
provided to the DRL agent, the second secret opera-
tional key being exclusively available to the authorized
entity or another authorized entity;

wherein the DRL agent execution device is further con-

figured for:

upon detection of the second secret operational key,
operating the DRL agent based on the second desired
policy; and

upon non-detection of the second secret operational
key, operating the DRL agent based on the undesired
policy when authorized use of the DRL agent is
solely based on detection of the second secret opera-
tional key.

19. The system according to claim 17, wherein training
the DRL agent based on the desired policy further comprises
training the DRL agent to operate based on the desired
policy when both the secret operational key and a second
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secret operational key are provided to the DRL agent, the
second secret operational key being exclusively available to
the authorized entity;

wherein training the DRL agent to operate based on the

undesired policy further comprises training the DRL
agent to operate based on the undesired policy when
one or more of the secret operational key and the
second secret operational key are missing;

wherein the DRL agent execution device is further con-

figured for:

upon detection of the secret operational key and the
second secret operational key, operating the DRL
agent based on the desired policy when authorized
use of the DRL agent is solely based on detection of
the secret operational key and the second secret
operational key; and

upon non-detection of one or more of the secret opera-
tional key and the second secret operational key,
operating the DRL agent based on the undesired
policy.

20. The system according to claim 17, wherein the DRL
agent execution device is further configured for:

appending a new state space to an original state space, the

new state space and the original state space represent-
ing a set of states for the DRL agent;

selecting one or more elements from the new state space;

and

determining the secret operational key based on the

selected one or more elements

21. The system according to claim 20, wherein the secret
operational key is designated as a secret function of a state
or combination of states in the original state space, the secret
function exclusively known to an owner of the DRL agent.

22. The system according to claim 17, wherein the secret
operational key is a temporal sequence derived from a state
transition space for a trajectory for a behaviour of the DRL
agent over one or more discrete time steps.

23. The system according to claim 17, wherein the secret
operational key is provided through a physical object.

24. The system according to claim 17, wherein the secret
operational key is provided by a function embedded in a
system operatively associated with the DRL agent.

25. The system according to claim 17, wherein an opera-
tional level of the DRL agent is dependent upon which secret
operational key is provided to the DRL agent.

26. A system for preventing unauthorized use of a deep
reinforcement learning (DRL) agent comprising:

a DRL agent training device configured for:

receiving a first DRL agent, the first DRL agent pre-
trained to operate based on a desired policy, the first
DRL agent having an input-output dimension, and

creating a second DRL agent having the input-output
dimension of the first DRL agent, the second DRL
agent configured to operate based on a less-desired
policy;

a DRL agent execution device configured for:

creating a DRL agent module including the first DRL
agent, the second DRL agent and an agent determin-
ing module, the agent determining module config-
ured to activate the first DRL agent and deactivate
the second DRL agent upon receipt of a secret
operational key, the agent determining module fur-
ther configured to activate the second DRL agent and
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deactivate the first DRL agent upon non-receipt of
the secret operational key.

27. The system according to claim 26, wherein the agent
determining module is configured as a recurrent neural
network or a long short term memory (LSTM) module.

28. The system according to claim 26, wherein the agent
determining module is configured as a deterministic key
filter.

29. The system according to claim 27, wherein the agent
determining module outputs to an inverter, the inverter
configured to activate one of the first DRL agent and the
second DRL agent.

30. The system according to claim 28, wherein the agent
determining module outputs to an inverter, the inverter
configured to activate one of the first DRL agent and the
second DRL agent.

31. The system according to claim 28, wherein the DRL
agent execution device is configured for, upon detection of
the secret operational key, fixing an output value of the
deterministic key filter until a length associated with the
secret operational key passes.

32. The system according to claim 26, wherein the secret
operational key is a temporal sequence derived from a state
space representing a set of states associated with the first
DRL agent and the second DRL agent.

33. A computer program product for preventing unauthor-
ized use of a deep reinforcement learning (DRL) agent, the
DRL agent trained to operate based on a desired policy when
a secret operational key is provided to the DRL agent and
operate based on an undesired policy when the secret
operational key is missing, the secret operational key being
exclusively available to an authorized entity, the computer
program product having a computer program stored thereon,
containing computer-readable program instructions that,
when executed by a processing unit in a controller, causes
the controller to perform actions including:

upon detection of the secret operational key, operating the

DRL agent based on the desired policy when authorized
use of the DRL agent is solely based on detection of the
secret operational key; and

upon non-detection of the secret operational key, operat-

ing the DRL agent based on the undesired policy when
authorized use of the DRL agent is solely based on
detection of the secret operational key.

34. A computer program product for preventing unauthor-
ized use of a deep reinforcement learning (DRL) agent,
wherein a first DRL agent has an input-output dimension and
is pre-trained to operate based on a desired policy, wherein
a second DRL agent has the input-output dimension of the
first DRL agent and is configured to operate based on a
less-desired policy, the computer program product having a
computer program stored thereon, containing computer-
readable program instructions that, when executed by a
processing unit in a controller, causes the controller to
perform actions including:

creating a DRL agent module including the first DRL

agent, the second DRL agent and an agent determining
module, the agent determining module configured to
activate the first DRL agent and deactivate the second
DRL agent upon receipt of a secret operational key, the
agent determining module further configured to acti-
vate the second DRL agent and deactivate the first DRL
agent upon non-receipt of the secret operational key.

#* #* #* #* #*



